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Abstract

Traditional local search algorithms usually evalu-
ate the whole neighborhood but only perform one
single move at each step. However, there are of-
ten many neighborhood moves in the current neigh-
borhood that are independent of each other and
can be simultaneously performed without interfer-
ence. In this paper, we present a composite neigh-
borhood search (CNS) framework for local search
algorithms allowing to perform the best combina-
tion of independent moves at each step, by solving
the incremental graph drawing problem (IGDP) as
a case study. We show that finding the best com-
bination of independent moves can be formulated
as the maximum weight clique problem in the gen-
eral case, and for the IGDP, the best combination
of independent moves can be more easily identi-
fied using problem-specific knowledge. We test the
CNS framework on 240 public IGDP instances, and
show its clear advantage in terms of both efficiency
and effectiveness. We also carry out an analysis of
why and how the CNS framework performs better
than traditional single-move-based local search.

1 Introduction

Neighborhood search or local search is known to be a highly
effective metaheuristic framework for solving a large num-
ber of combinatorial optimization problems. Starting from an
initial solution, local search iteratively improves the incum-
bent solution by exploring its neighborhoods. In this way, the
quality of the current solution is progressively improved by
one of its neighbors until a specific stop criterion is met.

One of the most important features in a local search algo-
rithm is the definition of its neighborhood. In general, the be-
havior of local search depends strongly on the characteristics
of its neighborhood. Many algorithms employ simple neigh-
borhood moves, such as one flip (move) or two swap, which
searches a small neighborhood structure in a fast manner but
can only enable small improvements at each step, while other
algorithms employ large and complex neighborhood moves,
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such as ejection chain [Yagiura et al., 2004] or large neigh-
borhood search [Pisinger and Ropke, 2010], which allows the
search to obtain solution improvements in a quick and impor-
tant manner, but the size of the neighborhood structure is huge
and the evaluation of the neighborhood is quite expensive.

All the above-mentioned local search algorithms evaluate
the whole neighborhood, but only perform one move at each
step of the neighborhood search. One could ask the follow-
ing questions: Why not to simultaneously perform multiple
neighborhood moves at each step to improve the current so-
lution as far as possible after evaluating the current neigh-
borhood? How is this kind of combination of neighborhood
moves defined and how can the best combination of moves
be identified in an effective and efficient manner? How can
this approach affect the performance of the traditional local
search algorithm?

In this paper, we try to answer these questions by propos-
ing and studying a composite neighborhood search (CNS)
framework for local search algorithms. Concretely, we intro-
duce the notion of independent moves in a neighborhood, and
show that finding the best combination of independent moves
can be formulated and solved as the maximum weight clique
problem (MWCP) in the general case. Using this framework,
alocal search algorithm can simultaneously perform the com-
bination of independent moves bringing the greatest improve-
ment at each step of the local search, which is better than
performing only one single move. As a case study, we con-
sider the so-called multi-layered incremental graph drawing
problem, one of the hot topics of data visualization nowa-
days [Beck et al., 2017]. We show that the optimal com-
bination of independent neighborhood moves can be more
efficiently identified using dynamic programming, because
problem-specific knowledge can be used. The computational
results demonstrate that the proposed algorithm is quite com-
petitive compared with the state-of-the-art algorithms in the
literature. Furthermore, we carry out an analysis to give in-
sight on why and how composite neighborhood search can
be used in local search algorithms for solving combinatorial
optimization problems.

2 Motivations and Contributions

As is known, the most time-consuming part of a local search
algorithm is the evaluation of the neighborhood. However,
when thousands or even millions of (simple or complex)



neighborhood moves are evaluated, usually only one move
is selected and performed. This leads to the low efficiency of
the local search algorithm when we consider the number of
performed moves with respect to the evaluated ones. How-
ever, there are often many neighborhood moves that are inde-
pendent of each other and can be performed simultaneously
without interference to increase the search efficiency.

More importantly, simultaneously performing a set of
neighborhood moves starting from the current solution could
allow a more diversified search than successively perform-
ing the best move, because independent moves are generally
widely distributed in the neighborhood, while successively
performing the best move could more easily lead the search
to a greedy local suboptimal solution.

All these aspects motivate us to study the composite neigh-
borhood search framework. The contributions of this paper
can be summarized as follows:

1) We present the CNS framework for all combinatorial op-
timization problems, including the definition of indepen-
dent moves in a neighborhood and the formulation of the
problem of finding the best combination of independent
moves as MWCP in the general case.

2) Using the incremental graph drawing problem (IGDP)
as a case study, we show how moves can be independent
and propose a dynamic programming method to identify
the optimal combination of independent moves, allow-
ing us to implement CNS algorithms for the IGDP.

3) Tested on 240 public IGDP instances, our CNS algo-
rithms obtain highly competitive results comparing to
the state-of-the-art algorithms in the literature.

4) We show that even using an exact algorithm of the
MWCP to find the best combination of independent
moves in each step without using problem-specific
knowledge, our CNS algorithm remains competitive,
suggesting the potential of the CNS framework for other
combinatorial optimization problems.

3 Composite Neighborhood Search

We propose a composite neighborhood search framework as
shown in Algorithm 1. The CNS framework is similar to the
classic iterated local search framework. Starting from an ini-
tial solution (line 1), it evaluates all neighborhood moves M
for the current solution s iteratively (line 5), and escapes the
local optima using a perturbation operator (line 9). However,
instead of making the best neighborhood move, it identifies
and performs a set of independent moves M ™ to maximize
the total improvement to the objective value (lines 5-7).

In order to fully exploit the potential of the evaluated
moves, the CNS framework constructs a composite neighbor-
hood move to simultaneously perform multiple independent
moves. Given a feasible solution X, let f(X) be the objective
value of X, let binary operator & represent the operation of
making amove, let A(m) = f(X @m) — f(X) be the objec-
tive improvement of a neighborhood move m, we define the
independence of a set of neighborhood moves as follows.

Definition 1. Neighborhood moves m1, ms, ..., my to be
performed on the incumbent solution X are independent if

Algorithm 1 Composite Neighborhood Search Framework

Input: Instance
Output: Best solution s* found
1: s < GeneratelnitialSolution() // s is the current solution
2: while Termination condition is not met do
3:  repeat
4 s* + s
5 M <— EvaluateNeighborhoodMoves(s)
6: M* < AssemblelndependentMoves(s, M)
7: s + MakeMoves(s, M*)
8 until s is worse than s*
9 S « Perturb(s, s*)
10: end while

fX@m ®@me@---dmy) = f(X)+ 35, A(my).
Definition 1 suggests that the objective improvement of a
set of independent moves can be calculated by simply sum-
ming up their objective improvements with respect to the cur-
rent solution. So, instead of making the moves one by one
and carefully considering the consequences of each move and
the intermediate solutions, one can easily choose a set of in-
dependent moves to make simultaneously based on their in-
dividual objective improvements. In practice, pairwise inde-
pendence is much easier to identify, so we use the following
assumption to simplify the implementation of CNS.

Hypothesis 1. Pairwise independence f(X & m; & m;) =
FX)+AMm;)+A(m;), Vi # 4,1 < i, < kderives f(X &
my@my @ - ®my) = f(X)+ Sy Alm).
Hypothesis 1 is reasonable because independent moves
usually operate on different parts of X. For example, inde-
pendent neighborhood moves can be easily identified in k-
coloring problem and k-set covering problem as follows:

e k-Coloring. A classic neighborhood move m(v,c, ¢)
for the k-coloring problem can be defined as changing
color ¢’ of a vertex v to ¢ where ¢ # ¢’. Two moves
m(vy, ], c1) and m(vg, cb, c2) are independent if vertex
v1 is not adjacent to vertex vs.

o k-Set covering. The unicost k-set covering problem
seeks for the full coverage to all elements with exact k
sets. The basic neighborhood move m(s) is to flip the
selection state of a set s. As long as the flipped sets s
and s’ do not intersect, the corresponding moves m(s)
and m(s’) are independent to each other.

Hypothesis 1 is apparently true for these two problems.
Based on this hypothesis, one may observe that finding
the best combination of independent moves in the neighbor-
hood of the current solution can be regarded as a maximum
weight clique problem (MWCP). Let the moves be nodes in
a graph and let A(m) be the weight of the node correspond-
ing to move m. For each pair of independent neighborhood
moves, an edge is added between them. Then, the maximum
weight clique in the transformed graph gives the optimal com-
bination of independent moves. Generally, one can utilize
the state-of-the-art algorithms to solve it exactly [Jiang ef al.,
2017, Fang et al., 2016] or heuristically [Wang et al., 2016;
Wu et al., 2012]. In some special cases where the structure



of the resulting graph meet certain criteria, some polynomial
algorithms like Balas and Yu; Brandstidt and Mosca [1989;
2018] can be employed to find the optimal combination ef-
ficiently. Moreover, dedicated algorithms utilizing problem-
specific knowledge can be developed to achieve even better
performance, as presented in the following case study.

4 Incremental Graph Drawing Problem

Graph is a powerful model which has brought significant pro-
ductivity gain in project management [Burch et al., 20121,
production planning [Eppler and Platts, 20091, network de-
sign [Kriegel et al., 2008], decision making [Mateescu et al.,
2008] and data visualization [Hu et al., 2016]. In order to
make the graphs more user-friendly, the graph drawing al-
gorithms usually need to place the vertices in a structured
layout and minimize the number of crossing edges. One of
the most common layouts is the layered graph. A layered
graph or hierarchical graph is a topological graph in which
the vertices can be partitioned into a set of layers and the
edges connect vertices from different layers. As the network
grows, additional vertices representing new entities can be
added to the original graph constantly. However, users are
familiar with the original graph and keeps a so-called men-
tal map in their minds, so disrupting the relative positions
of the original vertices should be avoided [Branke, 2001;
Gorg et al., 2005]. The incremental layered graph drawing
problem (IGDP) aims to handle this situation.

Originally introduced by Sugiyama er al. [1981], the lay-
ered graph drawing problem was widely studied [Laguna et
al., 1997; Pupyrev et al., 2011], and softwares which integrate
Sugiyama’s heuristic such as UML workbench [Seemann,
19971, Graphviz [Ellson et al., 20041, and GLEE [Nachman-
son et al., 2008] have been developed. Apart from the static
version, Beck er al. [2014] presented comprehensive surveys
on a series of dynamic graph drawing problems. However,
most early works were based on case studies and there were
no objective benchmarks for testing their algorithms. Re-
cently, Sanchez-Oro et al. [2017] proposed a variable neigh-
borhood scatter search (VNSS) algorithm to solve the incre-
mental layered graph drawing problem and tested it on 240
instances in IGDPLIB [Laguna et al., 1997]. Napoletano et
al. [2019] imposed additional constraints to absolute posi-
tions of the original vertices, and proposed a GRASP heuris-
tic for solving it. Besides, Marti ef al. [2018] focused on the
2-layer graphs, and presented a tabu search algorithm for the
dynamic bipartite drawing problem.

Given an incremental layered graph G = (V, E, L) where
V is the set of vertices, F is the set of edges and L is the
set of layers. Let V; be the set of vertices in layer [/, and
we define V;? and Vl+ be the original vertices and the newly
added vertices in layer [, respectively. Similarly, we define
E; be the set of edges between layers [ and [ + 1, and we can
add a dummy E) = @ for consistency. It is obvious that
V = ‘/]_U‘/QU...U‘/IL‘ and £ = E1UE2U...UE‘L|.
Figure 1 illustrates an instance of the IGDP and one of its
feasible solutions. There are 6 layers in Figure 1, each of
which contains a column of vertices. The black nodes are
the original nodes whose relative positions must be preserved,

Figure 1: A solution to an incremental layered graph drawing in-
stance. The black nodes are the original nodes and white nodes are
the newly added ones.

and the white nodes are the newly added ones which can be
arbitrarily placed. For convenience, the partial order on the
original nodes is prescribed by the names of the nodes, i.e.,
node 7 precedes node j if ¢ < j. In the sequel, all figures
follow this drawing convention.

In this study, we focus on a special case of the incremental
layered graph where edges only exist between adjacent lay-
ers. In other words, there is no edge between vertices in the
same layer or a pair of non-adjacent layers. Note that the
latter case can be handled by adding dummy nodes in each
intermediate layer to make the edge a polyline [Riiegg er al.,
2016]. Let p! be the position index of vertex i in layer [. Let
z}; = 1if vertex i precedes vertex j in layer [, i.e., pi < pf,

otherwise x}; = 0. Let c.;,,, = 1 if edge (i,u) and edge

(4,v) eross, e, (p; — pj) (Pl —pitt) < Ooraf; # aiil,
where vertices ¢, j lie in layer [ and vertices u, v lie in layer
I + 1, otherwise ¢!, = 0. The mixed integer programming

(MIP) model for the incremental graph drawing is as follows.

min Y > . (1)

IEL (iu),(j,v) € B,

1<jJ
S.L. - Céju'u < xi] - xi;‘;l < Cﬁjuv

vl € L,Y(i,u), (j,v) € Ei,i < j,u <w, (2)
- Céjuv < xéj - (1 - 'r'lu—zl) < ci’juv

Vi€ L,Y(i,u), (j,v) € Ei,i < j,u> v, 3)
1= [Vi|(1 = af;) < py =} < [Vilag; — 1

vie L,Vi,j € V;,1<7, “4)
ol =1Vl € LVi,jeV’i<j, (5)

xéj’céjuv € {07 1}72?5 € [1’ |NZH
Vl€L7Vi7j€vav(ivu)v(j,U)6El7i<j~ (6)

The objective is to minimize the total number of crossing
edges. Constraints (2) and (3) require that céjw > :L'éj ®
alit = (mal; A2lfh) v (2h A —alfl) so that the crossing
state will be correctly counted into the objective. Constraints
(4) keep the consistency of the relative position among nodes,
that is, if node ¢ precedes node j and node j precedes node k,
then node 7 must precede node k. Constraints (5) impose the

relative order of the original nodes.



S Two CNS Algorithms for IGDP

In order to examine the effectiveness of the CNS framework,
we design two algorithms for solving IGDP based on the CNS
framework. The first is called CNS-BB and uses a branch-
and-bound (BB) algorithm to find the best set of independent
moves as maximum weight clique (MWC) without problem-
specific knowledge, and the second is called CNS-DP and
uses a dedicated dynamic programming algorithm to identify
the best set of independent moves for IGDP.

5.1 Neighborhood Structure

We design two kinds of neighborhoods for the IGDP, which
are insertion and exchange, respectively. For a pair of nodes ¢
and j in layer [, ' (i, j) represents inserting node i right after
node j if node ¢ precedes node j, or inserting node ¢ right be-
fore node j if node j precedes node ¢. Similarly, exchanging
the positions of nodes i and 5 in layer [ is denoted by x' (i, 7).
It is obvious that the exchange operation can be achieved by a
pair of insertion operations, so we will only focus on the im-
plementation of the insertion neighborhood. In addition, only
one layer is considered at each step, and the layers are picked
in turns, i.e., the layer £ mod |L| will be selected at step k.

For convenience, we define some notations for later uses.
Let A(n'(i, j)) be the objective improvement of an insertion
move, and the objective value of each neighboring solution
can be incrementally calculated as f(X @' (i, 7)) = f(X)+
A(n'(i,4)). Also, we denote the position index of node 7 in
layer [ by p!, which is consistent with the MIP model.

5.2 Independent Moves for IGDP

As explained earlier, the problem of identifying the best set
of independent moves can be formulated as MWCP. Here we
show how to find the best composite move for IGDP.

Proposition 1. Let a and b be two integers and [a, b] denotes
the set of integers {x| minf{a,b} < z < max{a,b}}. In
IGDP, a pair of moves 1' (i, j) and n' (u,v) are independent
to each other if [pl, '] N [pl,, pl] = @.

Proof. Without loss of generality, we discuss the case p! <
pé- < pil < pf} only. Note that it may introduce non-zero
terms (additional or reduced crosses) to the objective im-
provement A(n'(, 7)) and A(n'(u,v)) iff the relative posi-
tions of any pairs of nodes change. But 1'(i, ) (n'(u,v))
only disrupts the order of nodes between [p, pé] (P, PL).
So, new non-zero terms will never be introduced to n' (4, ) if
n'(u,v) is simultaneously performed, and vice versa. Hence,

A(n'(i, §) @ n' (u,0)) = An' (4, §)) + A@' (u, v)).- O

Proposition 2. In IGDP, given a set of neighborhood moves
M, if any two moves in M are independent to each other, then
M is a set of independent moves.

Proof. Let my = n'(i,j) € M and M’ = M \ my, it is
obvious that if [p}, pi] N [pl,, pl,] = @,¥n' (u,v) € M’, then

i’pé] N (Unl(uﬂ))EM’ [pimpgj]) = O, which means f(X D
my@&ma®---dmg) = fF(XOma®---®my) +A(my). It
will lead to the equation given by Definition 1 by recursively
expanding the right-hand side following the same rule. O

@ 7°(3,0) and 71°(2,1). (b) 71°(3,0) and X" (2, 4).
Figure 2: Different combinations of independent moves. Note that
[p3, p0] N [p2, 1] = @ and [p3, o] N [p3, P] = @.

Figure 2 presents an intuitive illustration for the indepen-
dent moves identified by Proposition 1. From Figure 2 we
can observe that an insertion 7'(4, j) involves a segment of
nodes between nodes ¢ and j. The moves never interfere
with each other if the intersection of the involved segments
is empty. For example, 7°(3,0) is independent with both
n%(2,1) and x°(2,4) in Figure 2. So, {n°(3,0),7°(2,1)}
and {n°(3,0),x%(2,4)} are two composite moves as shown
in Figures 2a and 2b. Furthermore, it is easy to extend Propo-
sition 1 to multi-move cases as shown in Proposition 2, which
means that Hypothesis 1 is true for IGDP.

5.3 Algorithms CNS-BB and CNS-DP for IGDP

CNS-BB is an implementation of Algorithm 1 by implic-
itly building a graph with moves computed in line 5 (Eval-
uateNeighborhoodMoves) as vertices, and every edge con-
nects two independent moves. Then, the branch-and-bound
MWCP algorithm of Jiang ef al. [2018] is used to computed
an MWC, which is the best set of independent moves, in line
6 (AssembleIndependentMoves).

For IGDP, we can also use problem-specific knowledge
to identify the best set of independent moves more effi-
ciently. Let Al(pl, pé) be the objective improvement of the

best neighborhood move between nodes in positions p! and
pé, which is calculated by Eq. (7). Note that the two param-

eters in Al (pé, pé) are node positions instead of node names,
which is different from the previous notations.

Al(pi, p}) = max{0, A(n'(4,5)), A" (4,4)), A (i, 5))} (7)

Let d'(k) be the objective improvement of the best neigh-
borhood move combination between positions 0 and £ in
layer [. Then, the recursive formulation for finding the best
composite move can be presented as Eq. (8).

& Gk) {0 ifk <1 ®
= L) _ Lyt : >
Og}ﬁ)sck{d (K =1+ AK,k)} ifk>1

As illustrated in Figure 3, the idea behind Eq. (8) is to
decompose d' (k) into an optimal substructure d' (k' — 1) (be-
fore k' part) and a single move between two nodes in posi-
tions k" and k (after k&’ part), and evaluate all splitting points
k'. Then, we choose the best splitting point k¥’ to deter-
mine d'(k), which can be done in O(k) time, provided that
d'(k' — 1)+ Al(K’, k) has been calculated for all 0 < k' < k.
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Figure 3: Illustration for the dynamic programming. The optimal
d®(4) will always be the best one among these patterns.

£°3,4)

Based on this, we implement an O(|V;|?) time dynamic pro-
gramming procedure to calculate the values from d'(0) to
d'(|Vj| — 1) iteratively, and retrieve the optimal combina-
tion of independent moves and its corresponding objective
improvement from these values.

CNS-DP is an implementation of Algorithm 1 using the
dynamic programming described above to identify the best
set of independent moves in line 6.

5.4 Other Components and Strategies

Here we present the remaining components of the CNS al-
gorithms, including the initial solution generation and the
perturbation operator. We adopt a simple random initializa-
tion for IGDP which arranges the original nodes according
to their precedence, and inserts new nodes into random po-
sitions. The perturbation operator randomly picks 10% new
nodes and inserting them into random positions.

6 Computational Results and Analysis

In order to assess the effectiveness of the CNS framework
and its two implementations, we conduct extensive experi-
ments on the 240 IGDP instances presented in Laguna et al.
[1997] and compare our outcomes with the best results re-
ported by Sénchez-Oro et al. [2017]. The testbed is evenly
divided into four categories with 2, 6, 13, and 20 layers, re-
spectively. Each category can be further partitioned into three
groups whose graph densities are 0.065, 0.175 and 0.300, re-
spectively. Moreover, there are two sub-groups in each group
which consists of 10 instances with 0.2|V| new nodes and 10
ones with 0.6|V| new nodes. The number of vertices in each
layer is randomly distributed between 5 and 30. The experi-
ments are run on a server with Intel Xeon E5-2609 v2 2.5GHz
CPU and 32GB RAM, and the run time limit is 10 seconds.
Table 1 illustrates the detailed computational results of the
proposed algorithm. The first four columns gives the index,
layer number, edge density, and new node ratio of each group
of instances, respectively. Column VNSS presents the re-
sults produced by the variable neighborhood scatter search
(VNSS) [Sanchez-Oro et al., 2017]. Columns DP10s and
BB10s gives the best results obtained by the CNS-DP and
CNS-BB algorithms within a time limit of 10 seconds, re-
spectively. We set a 10-second time limit for these algo-
rithms to test their performance under real-life conditions.
Columns MIP1h, DP1h, and BB1h report the best objec-
tive values found by solving the proposed MIP model with
Gurobi 8.1, CNS-DP, and CNS-BB under one-hour time limit

(a) Current solution
(13 crosses).

(b) Best single
move (10 crosses).

(c) Best composite
move (9 crosses).

Figure 4: Different local optima of single and composite moves.

for theoretical analysis. The statistics for each algorithm on
each instance are the best results in 10 independent runs, re-
spectively. From Table 1 we can observe that the proposed
CNS algorithms dominate VNSS on every instance. It is also
highly competitive comparing to the MIP solver, and our ad-
vantage gets bigger as the number of new nodes and the edge
density increases. Specifically, CNS-DP got the best results
on all 240 instances under the one-hour time limit. In con-
trast, MIP1h fails to match CNS-DP1h on 36 instances, and
the average objective gap is over 1%. Apart from the im-
proved objective values, the computational time for conver-
gence is significantly reduced on large-scale instances. CNS-
DP is 10 times faster than MIP under the extended time limit,
and is 6 times faster than VNSS under the normal time limit.
Another interesting fact is that, without using the problem-
specific knowledge for finding the best combination of inde-
pendent moves, CNS-BB still outperforms VNSS within ten
seconds and obtains better results on 5 instance groups com-
paring to MIP1h. In addition, when the time limit is extended,
CNS-BB obtains more best known results and better average
objective value comparing to MIP and CNS-DP10s, which
shows the potential of the CNS framework.

The above computational results show great advantage of
the CNS framework. Next, we investigate the importance of
the composite neighborhood search in our algorithm. The
composite neighborhood search framework evaluates neigh-
borhood moves in a thorough and exact way, which is differ-
ent from the classic best-improvement and first-improvement
strategies. Intuitively, this feature could result in quick con-
vergence as the objective improvement per evaluation in-
creases. More importantly, it also improves the intensification
of the search and may lead to better local optima under certain
circumstances. Figure 4 illustrates different search trajecto-
ries of two neighborhood move selection strategies. Given an
initial solution in Figure 4a, the best single move is (2, 0) as
shown in Figure 4b. Then it is trapped in the local optimum
solution and the search stops. However, the best composite
neighborhood move is {1'(3,0),7'(2,1)} and it leads to a
better local optimum solution as shown in Figure 4c, and it
happens to be the global optimum in this tiny instance.

Apart from the intuitive investigation, we conduct experi-
ments to compare the evolution of objective values with the
computational time of different strategies on four typical in-
stances, as illustrated in Figure 5. In these figures, CNS-DP
and CNS-BB respectively represent our proposed dynamic-
programming-based and branch-and-bound-based CNS. ILS-



Table 1: Experimental results on 240 IGDPLIB instances.

ID ||L| | Density [ Average best objective value Average best objective gap (%) Average CPU (s) for best result

VI | VNSS| MIPIh| DPlh| DPI10s| BBI1h| BB10s | MIP1h|DP1h|DP10s| BBIh|BB10s || VNSS| MIP1h| DP1h|DP10s| BB1h|BBI0s
1| 2] 0.065| 0.2 314 9.2 9.2 9.2 9.2 92| 0.00] 0.00] 0.00] 0.00] 0.00{ 0.03 0.14] 0.04| 0.04 0.03] 0.03
2| 2] 0.065| 0.6 29.9 9.9 9.9 9.9 9.9 99| 0.00] 0.00| 0.00f 0.00| 0.00{ 0.15 0.24| 0.08| 0.08 0.10| 0.10
3] 2| 0.175| 02| 581.7| 520.7| 520.7| 520.7| 520.7| 520.7| 0.00{ 0.00f 0.00{ 0.00| 0.00| 0.04 021 0.02| 0.02 0.02| 0.02
4] 2| 0.175| 0.6] 974.0| 9623 9623| 962.3| 962.3| 962.5| 0.00| 0.00| 0.00| 0.00| 0.02{ 0.36 1.08) 0.78| 0.78 9.63| 0.44
5| 2] 0300 0.2] 2528.9| 2440.7| 2440.7| 2440.7| 2440.7| 2440.7| 0.00| 0.00| 0.00| 0.00| 0.00( 0.10 0.41] 0.02| 0.02 0.02| 0.02
6| 2| 0300 0.6 4369.2| 4357.3| 4357.3| 4357.3| 4357.3| 4357.3|| 0.00| 0.00/ 0.00| 0.00| 0.00|| 0.63| 10.37| 0.12| 0.12 1.12| 1.12
7| 6] 0.065| 0.2 2284| 2202 2202| 220.2| 220.5| 2205 0.00| 0.00| 0.00| 043| 043 041 0.44| 0.09| 0.09 247| 247
8| 6| 0.065| 0.6| 469.4| 423.5| 4235 4319 426.7| 441.9| 0.00| 0.00| 1.94| 1.34| 509| 2.78 7.371147.05| 3.84| 359.26| 5.51
91 6| 0.175] 0.2| 3113.8| 3095.6| 3095.6| 3095.6| 3095.6| 3095.6| 0.00| 0.00| 0.00| 0.00| 0.00| 0.66 1.27| 0.08] 0.08 1.10| 1.10
10| 6| 0.175| 0.6| 5581.3| 5478.0| 5478.0| 5478.0| 5478.1| 5482.3| 0.00| 0.00| 0.00| 0.00| 0.09| 5.15| 81.94| 96.17| 2.55| 120.15| 5.85
11 6| 0300 0.2]|11788.7|11633.5|11633.5|11633.5|11633.9/11633.9| 0.00| 0.00| 0.00| 0.00| 0.00{ 1.06 2.50| 0.05| 0.05 0.13| 0.13
12| 6| 0.300| 0.6(20867.5|21631.5|20707.2|20707.2|20707.5|20716.6| 2.35| 0.00| 0.00| 0.00| 0.04| 6.88/2180.79| 0.99| 0.99| 16.25| 3.91

13| 13| 0.065| 0.2| 822.2| 793.7| 793.7| 7945 7946 7974
14| 13| 0.065| 0.6| 1572.0| 1407.1| 1407.1| 1445.8| 1435.8| 1485.8
15/ 13| 0.175| 0.2| 7456.4| 7403.1| 7403.1| 7403.1| 7403.1| 7406.0
16| 13| 0.175| 0.6]13326.9|13404.5|13040.6| 13044.5 | 13061.7 | 13099.2
17| 13| 0.300| 0.2]26952.2|26888.9 |26888.9|26888.9 | 26888.9 | 26888.9
18| 13| 0.300| 0.6|47795.8|53938.6 |47442.4|47442.4|47447.2| 47485
191 20| 0.065| 0.2] 1496.1| 1465.7| 1465.7| 1467.5| 1465.7| 1471.9
20| 20| 0.065| 0.6 2845.3| 2611.5| 2611.5| 2687.0| 2668.6| 2747.2
21|20| 0.175| 0.2|12272.4|12193.4|12193.4|12193.7|12193.4|12195.6
221 20| 0.175| 0.6]21936.0|22276.6|21465.5|21489.4|21471.1|21610.4
23120| 0.300| 0.2]44720.6|44616.4|44616.4|44616.7|44618.2|44624.5
24120| 0.300| 0.6]78946.7|91001.2|78266.1|78266.1|78276.1 | 78346.3

0.00/ 0.00f 0.10] 0.12| 0.52| 2.05 1.66|141.48| 2.35| 29.14| 4.56
0.00| 0.00| 2.69| 1.96| 553| 16.51| 34.28|110.54| 2.87|1495.88| 4.73
0.00| 0.00| 0.00| 0.00| 0.08| 3.04 3.64| 149 149
1.49| 0.00| 0.06| 0.28| 0.68| 23.45|1939.75| 12.44| 4.70| 384.59| 6.20
0.00| 0.00| 0.00/ 0.00| 0.00| 3.87 6.04| 0.12] 0.12 125 1.25
11.10| 0.00| 0.00| 0.01| 0.12] 36.03|3603.91| 4.35| 4.35| 839.09| 5.67
0.00/ 0.00f 0.13] 0.00| 042 5.80 3.86(147.38| 2.89| 334.44| 592
0.00| 0.00| 297| 224 529| 50.05| 69.98]366.37| 4.41|1137.65| 6.99
0.00| 0.00| 0.00| 0.00| 0.02| 7.78 7.08| 27.87| 3.20| 26.17| 4.29
2.06| 0.00| 0.16| 0.04| 0.78| 73.81|2624.97|208.41| 6.08|1656.24| 5.47
0.00| 0.00|{ 0.00| 0.01| 0.02| 11.21| 14.43| 39.94| 3.02| 268.60| 3.87
1591

20.53| 3.64

0.00] 0.00] 0.02] 0.09] 83.27|3606.11| 3.76| 3.76| 600.92| 6.98

Average 12946.113699.3 | 12810.5 | 12816.9 | 12816.1| 12835.4
#Best 0/240 | 204/240 | 240/240 | 198/240| 211/240 | 148/240

1.37] 0.00] 0.34| 027 0.80| 14.00| 591.77| 54.57| 2.00| 304.37| 3.34
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Figure 5: Evolution of objective values with the computational time
of different strategies on four typical instances.

BI and ILS-FI denote the classic iterated local search which
only performs one single move at each step using the best im-
provement and the first improvement strategies, respectively.

From Figure 5 we can observe that the results of CNS-DP
and ILS-BI are close to each other during the first 0.1 sec-
onds, then CNS-DP quickly converges to much better solu-
tions. When the time limit is reached, CNS-DP keeps domi-
nating other strategies and both implementations of the CNS
framework found better solutions comparing to ILS. In partic-
ular, the gap between CNS and ILS is significant on the large-

scale instances as shown in Figures 5c and 5d. These results
indicate that the composite neighborhood structure improves
the intensification of the search and make it more powerful.

Regarding the computational efficiency, the z-coordinate
of the left-most point of each curve is the time consumed
by the first step of local search procedure, which reflects the
overhead for the neighborhood evaluation to some extent. As
we can see in Figure 5, the branch-and-bound algorithm for
the general maximum clique problem is almost 100 times
slower than the dedicated dynamic programming algorithm
on these instances. Nevertheless, it reaches better local op-
tima than the two ILS algorithms within 10 seconds on these
instances. Moreover, the CNS-BB algorithm can continue
to improve the solution quality if the time limit is extended,
since there is still improvement when it is close to the time-
out as shown in Figures 5b and 5d. This demonstrates the
potential of the CNS framework to solve other discrete opti-
mization problems even if an efficient algorithm for finding
the best combination of independent moves do not exist.

7 Conclusion

We proposed a composite neighborhood search framework
which is an iterated local search algorithm integrating a com-
posite neighborhood structure. As a case study, we de-
signed a dynamic-programming-based composite neighbor-
hood search algorithm for solving the incremental graph
drawing problem (IGDP) to investigate the performance of
the proposed CNS framework. The computational results
demonstrate the advantage of the CNS framework for solv-
ing this NP-hard problem. Based on these facts, it seems
worthy to investigate the efficiency and effectiveness of the
CNS framework on other combinatorial optimization prob-
lems in the future. In addition, it will be interesting to com-
bine the CNS framework with other successful strategies such
as population-based metaheuristics and guided local search.
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